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ABSTRACT
Event prediction aims to extrapolate potential future events by

analyzing patterns and trends inherent in historical events. The in-

ternet is replete with a plethora of event information, some of which

pertain to events with profound ramifications on both the natural

environment and society at large, such as natural calamities, acts

of terrorism, the proliferation of infectious diseases, and criminal

incidents. Proactively predicting the emergence of these events, or

forecasting their subsequent trajectories, can serve as an invaluable

strategy in attenuating their detrimental impacts on human civiliza-

tion. Existing event prediction methods are inherently crafted to

cater to specific application realms, rendering models adept in one

domain ineffective in forecasting events across disparate domains.

Nevertheless, irrespective of the semantic or structural divergences

characterizing events across these domains, there exists an under-

lying commonality in event development trends. To bridge this

research gap, this article presents a novel event prediction model,

dubbed CDEP that amplifies the precision of event forecasting by

identifying parameters quintessential to domain-specific event pre-

diction, and restricting the update of parameters related to event

prediction commonalities, facilitating their adaptation or seamless

transition across previously uncharted domains. Experimental re-

sults across two public benchmark datasets unequivocally highlight

the substantial enhancement brought about by continual learning,

CDEP could outperform the state-of-the-art model by a considerable

margin.

CCS CONCEPTS
• Computing methodologies→ Lifelong machine learning.
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1 INTRODUCTION
Event prediction aims to extrapolate potential future events by

analyzing patterns and trends inherent in historical events. The

internet is replete with a plethora of event information, some of

which pertain to events with profound ramifications on both the

natural environment and society at large, such as natural calami-

ties, acts of terrorism, the proliferation of infectious diseases, and

criminal incidents. Proactively predicting the emergence of these

events, or forecasting their subsequent trajectories, can serve as

an invaluable strategy in attenuating their detrimental impacts on

human civilization.

The significance of event prediction has led to the proliferation

of various prediction models across different domains. For instance,

meteorologists employ specialized models to forecast weather pat-

terns, while law enforcement agencies utilize distinct algorithms

to anticipate criminal activities. However, a glaring challenge faced

by the current landscape of event prediction is the confinement of

these models within their specific realms of application. A model

adept at predicting earthquakes might falter when it comes to fore-

casting a pandemic’s spread. This limitation stems from the fact

that these models, although designed for specific applications, do

not capitalize on the fundamental similarities underlying event

development trends across diverse domains. Despite the evident se-

mantic differences in events across varied domains, the underlying

patterns governing their emergence and progression bear certain

commonalities. Leveraging these commonalities can pave the way

for a more universal, cross-domain event prediction model that can

adapt and perform proficiently across different domain scenarios.

In recent years, there has been notable progress in continual

learning methods, particularly in addressing the challenging issue

of catastrophic forgetting in neural network models. Catastrophic
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forgetting occurs when neural networks tend to "forget" previously

acquired knowledge when learning new tasks or domains. The inte-

gration of continual learning techniques into event prediction mod-

els has emerged as a promising approach to mitigate this problem.

By incorporating continual learning strategies, event prediction

models can retain and leverage common knowledge across various

domains, enhancing their adaptability to cross-domain event pre-

diction tasks. In our observations, textual descriptions of the same

event often exhibit redundancy and noise, which can inadvertently

introduce misleading into predictive models. For a comprehen-

sive understanding of events, it’s paramount that models adeptly

discern the sophisticated structural nuances of events as well as

their intrinsic evolutionary trend patterns. To address this chal-

lenge, we advocate for the transformation of event-related textual

data into a structured graphical representation. Nevertheless, con-

tinual learning methods based on graph-structured data are still

immature. Existing graph-based continual learning methods can be

categorized as regularization methods[1, 3, 11, 20], which restrict

the update of key parameters; parameter isolation methods[28],

which assign different parameters to different tasks; and memory

replay methods[29], which store representative nodes. These afore-

mentioned methods are still defective in practical applications and

cannot be directly applied to downstream tasks.

In light of the challenges previously highlighted, we present

an innovative Cross-Domain Event Prediction (CDEP) method an-

chored in graph continual learning. CDEP takes gnn as the backbone

of event prediction models and improves GNN to model complex

entity and event heterogeneous knowledge in event graphs in order

to facilitate the extraction of embedded node representations. Build-

ing upon this foundation, we integrate a graph continual learning

methodology into the event prediction framework. This integration

empowers the model to seamlessly encode shared knowledge span-

ning multiple domains[4, 10], thereby enhancing its adaptability for

cross-domain event prediction tasks. In addition, design a memory

playback sample sampling strategy for cross-domain event predic-

tion. Experimental results across two public benchmark datasets

unequivocally highlight the substantial enhancement brought about

by continual learning, CDEP could outperform the state-of-the-art

model by a considerable margin.

2 RELATEDWORK
2.1 Event Prediction
Event predictionmethods can be broadly classified into two primary

categories based on their utilization of historical event data and their

approach to forecasting future events: rule-based and sequence-

based methods.

Rule-based methods typically mine associations between events

and their precursors usingmethods based on frequent set [9]. Specif-

ically, for a new input 𝑥 ′, the typical strategy is to compute the

set of events triggered by any association rule starting from 𝑥 ′ as
proposed by Han et al.[9], and then rank them according to the

confidence level, retaining the most important ones.

Sequence-based methods are mainly categorized into complete

sequence classification and event generation. Complete sequence

classificationmethods treat event prediction as amulti-classification

problem, where each class represents a semantic class of possible

next events[7]. Typically, as proposed by Tama et al.[21], this is

done by comparing the input sequence with the features of each cat-

egory thereby identifying the category with the higher probability

value as the next event.

Event generationmethods usually fall into two categories, attribute-

based methods and description-based methods. The attribute-based

method generates a vector of events at the 𝑡+1 moment by encoding

attributes such as location, subject, and semantic category, which

is then decoded by a decoder to finally obtain various attributes

for the next event [6]. Su et al.[19] state that the description-based

methods typically encode a textual sequence of events into a vector

representation of events using a recurrent neural network. The

vector representation of each event of the sequence of events is

then fed into a higher-level recurrent neural network to generate

predicted event vectors[25].

2.2 Continual Learning
Unlike traditional deep learning models that can only acquire static

knowledge, continuous learning is able to continuously acquire,

update, memorize, and utilize knowledge in an ever-changing envi-

ronment. Two approaches to continuous learning are introduced:

weight regularization and replay-based methods.

Weight regularization methods aim to impose constraints on the

update range of the weight parameters in a neural network. Among

them, the EWC(Elastic Weight Consolidation)[13] method is a typical

weight regularization method that preserves the knowledge of the

old task by restricting the difference between the old weights and

the new ones.

The main idea of memory replay is to store old training samples

by storing a smaller subset of the old task that can be used to train

together with new data or to constrain the generative network. The

biggest difficulty of memory replay lies in the need to repeatedly

sample, augment, and replace the stored training samples during

construction. Early sampling methods mostly used random sam-

pling such as the reservoir sampling algorithm [17] and the ring

buffer algorithm [16]. The drawback of the memory replay method

is that there is a risk of overfitting when dealing with old training

samples. This is due to the fact that only a small portion of the old

training samples are stored in the memory buffer, which affects the

generalization ability of the model[23].

3 PRELIMINARIES
3.1 Problem Statement
In practical scenarios, real-world events often comprise multiple

atomic sub-events intricately interwoven through relations, such as

causal and temporal relations. Such aggregations of atomic events

and their interrelations are termed complex events. The event pre-

diction task defined in this paper is a narrow semantic-based event

prediction. Given a set of documents, denoted as D, that portrays a

singular complex event, themodel predicts the semantics of possible

future events, i.e., event types. This is formalized by the expression:

𝐶 = argmax𝐶𝑖 ∈𝐶𝑃 (𝐶𝑖 |𝑠1, 𝑠2, · · · , 𝑠𝑇 ), where 𝑠𝑇 denotes the event

type of the atomic event 𝑒𝑇 in the complex event, and 𝐶 is the opti-

mal prediction in the candidate set of event types𝐶 = {𝐶1, · · · ,𝐶𝑁 },
𝑁 is the number of atomic event types included in the complex

event. To accurately comprehend complex events, it is imperative
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for models to not only internalize representations of atomic events

but also to discern the intricate structural characteristics of complex

events and their inherent evolutionary trajectories. Consequently,

a pragmatic approach involves converting these complex events

into a graph-structured format.

For a given document set D, that delineates a specific complex

event, we employ advanced information extraction methodologies

to construct an instance graph G. This graph encompasses a set of

event nodes 𝐸, and a distinct set of entity nodes𝑉 . Interconnecting

these nodes, we introduce a set of relational edges R, which artic-

ulate the intricate relationships and interactions within the event

structure. In the context of continual learning, the model undergoes

sequential training across a succession of event prediction tasks

T = T1, · · · ,T𝐾 that are distinctly domain-disjointed. Every task

T𝑘 encompasses a set of complex event instance graphs designated

for both training 𝐺𝑡𝑟
𝑘

and evaluation 𝐺𝑡𝑒
𝑘
, accompanied by their

respective event prediction labels Y𝑘 = 𝑦1, · · · , 𝑦𝑘𝑁 . Here, 𝑘𝑁 rep-

resents the number of atomic event types present within the task

T𝑘 . This article aims to develop an event prediction model tailored

for a sequence of distinct domain-specific tasks. The overarching

objective is to ensure the model’s proficiency in forecasting events

within novel domains while preserving its predictive accuracy for

previously encountered domains.

3.2 Event Graph Construction
To effectively capture the intricate relationships among events and

the inherent structural attributes of complex events, this section

advocates for converting a document collection from a corpus,

which delineates the same complex event, into a corresponding

graph-structured representation. We employ the state-of-the-art

information extraction system OneIE[15] to extract entity, relation,

and event information. Subsequently, for a collection of documents

that describe a singular complex event, co-reference disambiguation

is executed across the extracted entities and events. Upon acquiring

the discrete event nodes, we ascertain both temporal and causal

interrelations among events utilizing the derivative prompt joint

learning event relations extraction method. The instance graph

of the constructed complex event is denoted as G. This graph G,
encompasses a set of event nodes 𝐸, along with a set of entity nodes

𝑉 . Further, it incorporates a set of relational edges R linking these

nodes. The relation edges R can be classified into three distinct

categories: (1) event-event edges R𝑒𝑣𝑒−𝑒𝑣𝑒 connecting the directed

temporal or causal edges between two events; (2) event-entity edges

R𝑒𝑣𝑒−𝑒𝑛𝑡 connecting attribute edges between events and entities;

and (3) entity-entity edges R𝑒𝑛𝑡−𝑒𝑛𝑡 connecting relationship edges

between entities.

4 METHODOLOGY
The proposed CDEP model is articulated around three core mod-

ules: an event prediction backbone, a topology-aware continual

learning mechanism, and a memory replay strategy tailored for

graph-structured data. Given an instance graph of complex events,

the backbone module forecasts potential future event types. To

maintain prediction efficacy across historic domains, CDEP adopts
a nuanced continual learning mechanism. CDEP utilizes a topology-

aware continual learning-based approach to slow down the update
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Figure 1: Event Prediction message passing mechanism

rate of key parameters affecting the prediction performance, thus

preserving the predictive capability of the event prediction model

on historic domains. Complementing this, our uniquely crafted

memory replay strategy, optimized for graph-structured data, pro-

vides an additional module to counteract the model’s catastrophic

forgetting tendencies.

4.1 Event Prediction Model
The CDEPmodel integrates a relational graph convolutional network

as its foundational architecture for event prediction. To adeptly un-

earth underlying patterns in potential event evolution, a bespoke

message-passing mechanism is designed for each distinct relation-

ship type, as visually depicted in Figure 1. CDEP initializes the se-
mantic representation of entities in the complex event instance

graph by pre-training the BERT model and employs a linear ten-

sor operation to aggregate the argument information of the event

nodes, the initialized semantic encoding of the atomic event 𝑒𝑖 is:

𝒆0𝑖 = MLP(
∑︁

𝑗∈N𝑖
𝑒𝑛𝑡

BERT(𝑤 𝑗 )), (1)

where N𝑖
𝑒𝑛𝑡 denotes the set of argument nodes neighboring the

atomic event 𝑒𝑖 and𝑤 𝑗 denotes the semantic text of the argument

entity. Conventional relational graph convolutional networks adopt

unique edge representations for each type of edge. However, this ap-

proach can cause an exponential surge in model parameters as the

edge types increase, rendering it unsuitable for cross-domain con-

texts. Addressing this, CDEP conceptualizes edges within the com-

plex event instance graphs into three distinct categories: R𝑒𝑣𝑒−𝑒𝑛𝑡 ,
R𝑒𝑣𝑒−𝑒𝑣𝑒 , and R𝑒𝑛𝑡−𝑒𝑛𝑡 . Specifically, R𝑒𝑣𝑒−𝑒𝑛𝑡 represents a unidi-
rectional edge from an event node to its corresponding argument

node; R𝑒𝑣𝑒−𝑒𝑣𝑒 signifies a unidirectional edge from one event node

to another, and R𝑒𝑛𝑡−𝑒𝑛𝑡 corresponds to the undirected edge inter-

connecting entities. In tandem with this, CDEP introduces special-
ized messaging mechanisms for each edge type, ensuring a more

refined aggregation of the semantic and structural attributes inher-

ent to atomic events. The passing information of the three edges in

the 𝑙 layer of the graph neural network is defined as follows:

𝒎𝑖, 𝑗,𝑙𝑒𝑣𝑒−𝑒𝑛𝑡 = ReLU

(
𝑾𝑙
𝑎

(
𝒆𝑙𝑖 − 𝒗𝑙𝑗

))
(2)
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𝒎𝑖, 𝑗,𝑙𝑒𝑛𝑡−𝑒𝑛𝑡 = ReLU

(
𝑾𝑙
𝑟

(
𝒗𝑙𝑖 − 𝒗𝑙𝑗

)
| |𝒓

)
(3)

𝒎𝑖, 𝑗,𝑙𝑒𝑣𝑒−𝑒𝑣𝑒 = ReLU

(
𝑾𝑙
𝑡

(
𝒆𝑙𝑖 − 𝒆𝑙𝑗

))
(4)

where𝑾𝑎 ,𝑾𝑟 ,𝑾𝑡 denote the linear variation matrices of the edges

R𝑒𝑣𝑒−𝑒𝑛𝑡 , R𝑒𝑛𝑡−𝑒𝑛𝑡 , and R𝑒𝑣𝑒−𝑒𝑣𝑒 , respectively, and | | denotes vec-
tor concatenation operations; In addition, CDEP learns a specific

vector representation 𝒓 for R𝑒𝑛𝑡−𝑒𝑛𝑡 . Entities directly aggregate

neighborhood information to update node representations. Atomic

events need to consider not only neighboring entities and events

but also the degree of association of neighboring events. Therefore,

this section uses edge-aware attention to aggregate information

between events and events or entities:

𝛼𝑖, 𝑗 = 𝜎
(
MLP

(
𝒆𝑖 − 𝒆 𝑗

) )
(5)

𝒆𝑙+1𝑖 = 𝑛𝑜𝑟𝑚
©­­«𝒆𝑙𝑖 +

∑︁
𝑗∈N𝑖

𝑒𝑣𝑒

𝛼𝑖, 𝑗𝒎
𝑖, 𝑗,𝑙
𝑒𝑣𝑒−𝑒𝑣𝑒 +

∑︁
𝑘∈N𝑖

𝑒𝑛𝑡

𝒎𝑖,𝑘,𝑙𝑒𝑣𝑒−𝑒𝑛𝑡
ª®®¬ (6)

𝒗𝑙+1𝑖 = 𝒗𝑙𝑖 +
∑︁

𝑗∈E𝑖
𝑒𝑣𝑒

𝒎 𝑗,𝑖,𝑙
𝒆𝒗𝒆−𝒆𝒏𝒕 (7)

N𝑖
𝑒𝑛𝑡 denotes the atomic event 𝑒𝑖 neighboring argument nodes,

N𝑖
𝑒𝑣𝑒 denotes the set of neighboring event nodes for which there

exist directed edges pointing to 𝑒𝑖 , and E𝑖𝑒𝑣𝑒 denotes the entity node
𝑣𝑖 of the set of neighboring event nodes 𝑛𝑜𝑟𝑚(•) is the regulariza-
tion function. CDEP pools all atomic event representations in the

complex event graph to obtain the graph representation 𝑔, by which

𝑔 predicts the event type 𝑐 of future event nodes:

𝒄 = Softmax

(
MLP

(
Pooling

({
𝒆1, · · · , 𝒆 |𝐸 |

})))
(8)

Pooling operations can be alternatively average pooling, maximum

pooling, etc., after which future event types are predicted by a

multilayer perceptron.

4.2 Continual Learning based on Topology
Awareness

Upon completing the training process for domain task T𝑘 , the model

acquires a set of optimized parameters denoted as 𝜃∗
𝑘
. These param-

eters are fine-tuned to minimize the event prediction loss specific to

the domain. However, it’s important to recognize that not all param-

eters within the GNN contribute equally to themodel’s performance.

Inspired by the TWP method [11], CDEP models the attention coef-

ficients between the central node and its first-order neighboring

nodes as topological features of the center node. Thus, according

to Eqs. 4, 5, and 6, the attention coefficients of the R𝑒𝑣𝑒−𝑒𝑣𝑒 edges
can be rewritten as:

𝑎𝑡𝑡𝑒
𝑖, 𝑗,𝑙
𝑒𝑣𝑒−𝑒𝑣𝑒 = 𝑓𝑒𝑣𝑒−𝑒𝑣𝑒

(
𝒆𝑙−1𝑖 ; 𝒆𝑙−1𝑗 ;𝜃𝑙𝑒𝑣𝑒−𝑒𝑣𝑒

)
(9)

where 𝑓 (•) denotes the neural network projection of the atten-

tion coefficients obtained from the node representations; 𝜃𝑙𝑒𝑣𝑒−𝑒𝑣𝑒
denotes the parameter associated with the computation of the at-

tention coefficients of the R𝑒𝑣𝑒−𝑒𝑣𝑒 edges; 𝒆𝑙−1
𝑖

, 𝒆𝑙−1
𝑖

, 𝒆𝑙−1
𝑗

then

denote the feature embedding of nodes 𝑒𝑖 and 𝑒 𝑗 in layer 𝑙 , respec-

tively. Unlike R𝑒𝑣𝑒−𝑒𝑣𝑒 , R𝑒𝑣𝑒−𝑒𝑛𝑡 edges do not have an attention

mechanism. Therefore CDEP uses the distance between nodes as

the attention coefficient, which is calculated as follows:

𝑎𝑡𝑡𝑒
𝑖, 𝑗,𝑙
𝑒𝑣𝑒−𝑒𝑛𝑡 = (𝒆𝑙−1𝑖 𝑊 𝑙

𝑎 )𝑇 tanh(𝒗𝑙−1𝑗 𝑊 𝑙
𝑎 )

= 𝑓𝑒𝑣𝑒−𝑒𝑛𝑡 (𝒆𝑙−1𝑖 ; 𝒗𝑙−1𝑗 ;𝜃𝑙𝑒𝑣𝑒−𝑒𝑛𝑡 )
(10)

where 𝜃𝑙𝑒𝑣𝑒−𝑒𝑛𝑡 =𝑊 𝑙
𝑎 and the attention coefficient 𝑎𝑡𝑡𝑒𝑙

𝑒𝑣𝑒−𝑒𝑛𝑡,𝑖, 𝑗 is
represented by the distance between 𝑒𝑖 and 𝑣 𝑗 . During continual

learning, the model only focuses on the topological information

of the event nodes, so only the parameters related to the R𝑒𝑣𝑒−𝑒𝑣𝑒 ,
R𝑒𝑣𝑒−𝑒𝑛𝑡 edges are considered. The model loss for the domain task

T𝑘 is denoted as L(𝐺𝑡𝑟
𝑘
;𝜃 ),𝜃 = {𝜃𝑒𝑣𝑒−𝑒𝑣𝑒 , 𝜃𝑒𝑣𝑒−𝑒𝑛𝑡 } = {W𝑚+𝑛}

contains all the parameters of the neural network. When a small

change occurs in one of the parameters of the neural network,

the change in the structural characteristics of the model can be

approximated as:

𝑓

(
𝒆𝑙−1𝑖 ; 𝒆𝑙−1𝑗 ;𝜃𝑙𝑒𝑣𝑒−𝑒𝑣𝑒 + ΔW𝑙

𝑚

)
− 𝑓

(
𝒆𝑙−1𝑖 ; 𝒆𝑙−1𝑗 ;𝜃𝑙𝑒𝑣𝑒−𝑒𝑣𝑒

)
≈

∑︁
𝑚

𝑔𝑚

(
𝒆𝑙−1𝑖 ; 𝒆𝑙−1𝑗

)
ΔW𝑙

𝑚,

(11)

𝑓

(
𝒆𝑙−1𝑖 ; 𝒗𝑙−1𝑗 ;𝜃𝑙𝑒𝑣𝑒−𝑒𝑛𝑡 + ΔW𝑙

𝑛

)
− 𝑓

(
𝒆𝑙−1𝑖 ; 𝒗𝑙−1𝑗 ;𝜃𝑙𝑒𝑣𝑒−𝑒𝑛𝑡

)
≈

∑︁
𝑛

𝑔𝑛

(
𝒆𝑙−1𝑖 ; 𝒗𝑙−1𝑗

)
ΔW𝑙

𝑛,
(12)

∑︁
𝑚

𝑔𝑚

(
𝒆𝑙−1𝑖 ; 𝒆𝑙−1𝑗

)
ΔW𝑙

𝑚 +
∑︁
𝑛

𝑔𝑛

(
𝒆𝑙−1𝑖 ; 𝒗𝑙−1𝑗

)
ΔW𝑙

𝑛

=
∑︁
𝑚+𝑛

𝑔𝑚+𝑛
(
𝐻 𝑙−1𝑖, 𝑗

)
ΔW𝑙

𝑚+𝑛,
(13)

where 𝑔𝑚+𝑛
(
𝐻 𝑙−1
𝑖, 𝑗

)
=

𝜕𝑓

𝜕W𝑚+𝑛
denotes the partial derivatives of

the attention coefficients with respect to the parameterW𝑚+𝑛 , and
𝐻 𝑙−1
𝑖, 𝑗

is the node representation of the output of the 𝑙 − 1 layer. The

attention coefficients of the atomic event node 𝑒𝑖 as the center node

in layer 𝑙 of the event prediction model form a multidimensional

vector of:

𝑎𝑡𝑡𝑒𝑙𝑖 = 𝑎𝑡𝑡𝑒
𝑖,𝑙
𝑒𝑣𝑒−𝑒𝑣𝑒 ∪ 𝑎𝑡𝑡𝑒

𝑖,𝑙
𝑒𝑣𝑒−𝑒𝑛𝑡

=

[
𝑎𝑡𝑡𝑒

𝑖,1,𝑙
𝑒𝑣𝑒−𝑒𝑣𝑒 , · · · , 𝑎𝑡𝑡𝑒

𝑖,|N𝑖
𝑒𝑣𝑒 |,𝑙

𝑒𝑣𝑒−𝑒𝑣𝑒 , 𝑎𝑡𝑡𝑒
𝑖,1,𝑙
𝑒𝑣𝑒−𝑒𝑛𝑡 , · · · , 𝑎𝑡𝑡𝑒

𝑖,|N𝑖
𝑒𝑛𝑡 |,𝑙

𝑒𝑣𝑒−𝑒𝑛𝑡

]
(14)

CDEP defines the structural feature loss as the square of the 2-

paradigm of the multidimensional vector of attention coefficients

for all atomic event nodes in the complex event instance graph, and

computes each parameter bias:

𝑔𝑚+𝑛
(
𝐻 𝑙−1𝑖, 𝑗

)
=

𝜕𝑓

𝜕W𝑚+𝑛
=

𝜕

(��� [𝑎𝑡𝑡𝑒𝑙
1
, · · · , 𝑎𝑡𝑡𝑒𝑙|𝐸 |

] ���2
2

)
𝜕𝑤𝑚+𝑛

.
(15)

This leads to an importance score 𝐼𝑘 = [| |𝑔𝑚+𝑛 (𝐻 𝑙−1𝑖, 𝑗
) | |] for all pa-

rameters in the task T𝑘 with respect to the topology of atomic event

nodes. Catastrophic forgetting of event prediction tasks in cross-

domain prediction tasks can be effectively mitigated by penalizing

parameter changes that are critical to the impact of the old task,

as shown in Figure 2. While maintaining the stability of important

parameters allows the model to remember the learned task, it also

results in a less malleable model that is unable to learn subsequent
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Figure 2: Continual Learning based on Topology Awareness

new tasks. In order to retain sufficient model capacity for future

domains, CDEP promotes minimization of parameter importance

scores by adding one-paradigm numbers as regularization terms to

the importance scores. Thus, the total loss in training the current

task T𝑘 is:

L𝑘 (𝜃 ) = L𝑛𝑒𝑤
𝑘

(𝜃 ) +
(
𝑘−1∑︁
ℎ=1

𝐼ℎ ⊗ (𝜃 − 𝜃∗
ℎ
)2

)
+ 𝛽 | |𝐼𝑘 | |1 (16)

where ⊗ denotes elemental multiplication; L𝑛𝑒𝑤
𝑘

(𝜃 ) denotes the
prediction loss (cross-entropy loss) of the event prediction model at

task T𝑘 ; 𝐼ℎ represents the parameter on old task Tℎ importance score

matrix; 𝛽 is a hyperparameter controlling the degree of influence

of the importance score.

4.3 Graph Matching Based Memory Replay
Strategy

A substantial body of prior research on continual learning has

demonstrated the efficacy of memory-playback-based strategies in

mitigating catastrophic forgetting. Therefore, this paper proposes a

graph-matching-based memory playback strategy to further allevi-

ate the catastrophic forgetting problem of event prediction models

in cross-domain tasks by playing back old tasks.

According to the objective of the memory replay strategy, CDEP
needs to find the subset of data that best represents a task, and

this subset of data needs to contain as many common features of

the task as possible. For event prediction, CDEP selects the most

representative complex event instance graphs in each domain and

stores them in the memory playback module. Specifically, these

filtered complex event instance graphs should be able to represent

as many instance graphs of the same domain as possible, with the

highest similarity between them and other instance graphs. Thus,

the selection problem for memory can be converted into a problem

of maximizing the total graph matching score.

When comparing two complex event instance graphs, denoted

as G𝑁 and G𝑀 , CDEP’s attention is primarily directed towards

the event types associated with the atomic event nodes within

these graphs. Consequently, the specific atomic event nodes are

abstracted into their respective event types, while the entity nodes

are disregarded in this context. The assessment of graph similarity

in CDEP involves a two-fold perspective: event type similarity and

relation edge similarity. These two dimensions are pivotal in eval-

uating the likeness between complex event instance graphs. The

calculation of these similarities is outlined as follows:

Sim (G𝑁 ,G𝑀 ) =
∑︁
𝑋𝑖 𝑗=1

1 +
∑︁

𝑋𝑖𝑘=1,𝑋 𝑗𝑙=1

1,
(17)

where𝑋 ∈ {0, 1} | G𝑁 |, | G𝑀 |
denotes the binary matchingmatrix, and

𝑋𝑖 𝑗 = 1 when, and only when, 𝑖 ∈ G𝑁 and 𝑗 ∈ G𝑀 matches. CDEP
calculates the matching scores of any two complex event instance

graphs in the dataset, and filters the complex event instance graph

with the highest total matching score as the playback "memory".

5 EXPERIMENT
5.1 Datasets
In the present study, we engage in a systematic experimental eval-

uation of the proposed methodologies. To ensure robustness and

generalizability, we utilize two prominent event prediction datasets:

the Improved Explosive Device (IED) dataset[14] and the Chinese

Emergency dataset.

The IED dataset is on improvised explosive device attacks, with

corpus content taken fromWikipedia and relevant news. It contains

4 task types, namely car bomb, drone bomb, suicide bomber, and

general IED attack. Its event schema definitions include 24 entity

types, 48 relation types (including entity and event relation), 67

event types, and 85 argument types. For an in-depth statistical

breakdown of the dataset, readers are directed to Table 1.

The Chinese Emergency Incident Dataset is a dataset about social

security incidents from the Internet news corpus. It is small in size

and contains five task types, namely "earthquake", "fire", "traffic

accident", "terrorist attack", and "food poisoning". Its event schema
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Table 1: Detailed description of the event prediction experiment dataset

Datasets Number of tasks Subsets Documents Event subsets Events Arguments Relations

IED 4

Train 5247 343 41672 136894 122846

Dev 575 42 4661 15404 13320

Test 577 45 5089 16721 14054

the Chinese Emergency 5

Train 265 265 4763 15670 14579

Dev 33 33 545 1793 1689

Test 34 34 596 1963 1881

definition includes 35 event types and 25 argument types. Detailed

statistics of its content are shown in Table 1.

5.2 Evaluation Metrics
Our evaluative measures for event prediction encompass Preci-

sion, Recall, and F1 score in this paper. To provide a more granular

evaluation of the proposed method’s performance after incremen-

tal task training, we introduce the performance matrix, denoted

as 𝑀𝑝 ∈ R𝑇×𝑇 . This matrix is on the basis of F1 scores, with 𝑇

symbolizing the aggregate number of tasks. Specifically, The𝑀
𝑝

i,j
denotes the F1 score of the model on the jth task after training

from the 1st task to the ith task. In seeking a comprehensive metric

that encapsulates the holistic performance of the event prediction

model, particularly in the realm of continual learning across varied

domains, we adopted the AP (average performance) and AF (aver-

age forgetting) metrics, as conceptualized by Lopez et al.[16]. The

foundational definitions for AP and AF are presented as follows:

𝐴𝑃 = {
∑𝑖
j=1𝑀

𝑝

i,j

i
|i = 1, . . . ,𝑇 }

𝐴𝐹 = {
∑i−1
j=1 𝑀

𝑝

i,j −𝑀
𝑝

j,j

i − 1

|i = 2, . . . ,𝑇 }

(18)

Specifically, for the metric AP, after the model has been trained

on a series of tasks from 1 to i, the first i line of 𝑀𝑝
: {𝑀𝑝

i,j |j =

1, . . . , i} covers the model’s performance on each of the previous

tasks. Therefore the average of the i row is the model’s average

performance on all previous tasks. For the metric AF, {𝑀𝑝

i,j−𝑀
𝑝

j,j |j =
1, . . . , i − 1} denotes how much the model forgets on the task j
after the training task i. Its average value is the average amount of

forgetting for each trained task after the model has been trained

from task 1 to task i.

5.3 Comparison Method
In this paper, we hope to analyze and validate the accuracy of the

event prediction method we proposed in predicting the types of

events that may occur in the future by comparing it with the base-

line model, and the impact of a topology-aware continual learning

module on the catastrophic forgetting problem in event prediction

models which for cross-domain scenarios. Notably, this research

stands as a pioneering effort in the realm of event prediction predi-

cated on complex event subgraphs. Given this innovative approach,

we have selected the advanced heterogeneous graph neural network

as the benchmark for our event prediction method. Our baseline

model bifurcates into two primary components: (1) the heteroge-

neous graph neural network and (2) the graph continual learning

methodology.

5.3.1 Heterogeneous Graph Neural Network. The selected graph

neural networks for our comparative evaluation are intricately

designed to handle the heterogeneity of events and entities in com-

plex event subgraphs. What follows is a concise overview of the

sophisticated graph neural network models incorporated in our

study:

(1) GraphSAGE[8]: A model for updating the embedding repre-

sentation of each node using the embeddings of neighboring

nodes.

(2) GAT[22](Graph Attention Networks): A graph neural net-

work that uses a self-attention mechanism to compute the

weights of neighboring nodes to update the representation

of each node.

(3) GCN[12](Graph Convolutional Networks): A graph neural

network for updating per-node representation using aggre-

gated information from local neighbor nodes.

(4) R-GCN[18](Relational Graph Convolution Network):A graph

neural network for modeling relational data.

(5) HAN[24](Heterogeneous Graph Attention Network): HAN can

handle heterogeneous graphs consisting of multiple types of

nodes and edges, and it uses different attention mechanisms

to capture the relations between different types of nodes.

(6) HetGNN[26](Heterogeneous Graph Neural Network): HetGNN
use a cross-type adjacency matrix to make connections be-

tween nodes of different types and aggregates them to gen-

erate feature representations.

5.3.2 Graph Continual Learning Method. This paper compares

state-of-the-art graph continual learning methods based on the

CGLB[27] platform. The realized graph continual learning methods

are as follows:

(1) Bare model: Denotes a CDEP model without continual learn-

ing method, which can be considered as a lower bound for

continual learning performance.

(2) EWC[13](Elastic Weight Consolidation): Based on the impor-

tance of the model weight to previous tasks, a secondary

penalty was been added to the model weights to maintain

its performance on existing tasks.

(3) MAS[2](Memory Aware Synapses): MAS assesses the impor-

tance of a parameter based on the sensitivity of the prediction

to the parameter.
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(4) EMR[5](Episodic Memory Replay): The method trains the

model based on data from the current task and a small num-

ber of in-memory instances.

(5) GEM[16](Gradient Episodic Memory):The method stores rep-

resentative data in scene memory. During learning, GEM uses
the gradient computed from the stored data to modify the

gradient of the current task in order to prevent an increase

in the forgetting of previous tasks.

(6) Oracle Model: Does not follow the continual learning setting

and trains all tasks simultaneously. Thus, the Oracle Model

has no forgetting problem and its performance can be seen

as an upper bound for continual learning.

5.4 Experimental Setup
For the event prediction model, a 3-layer graph neural network is

used as the main structure with a uniform embedding dimension of

768. The AdamW optimizer is chosen to use, the initial learning rate

is set to 1e-4, and the graph representation is uniformly operated

using average pooling. In the event prediction model performance

evaluation process does not consider the continual learning scene

and only compares the prediction performance of heterogeneous

graph neural networks. Therefore, in this experiment, the event

prediction model performance needs to be evaluated by integrating

data from all domains into a complete dataset, including training

and testing data.

Within the scope of our graph continual learning experiments,

we’ve established specific hyperparameters for the benchmarks

under consideration. For both the EWC and MAS baselines, the regu-

larization hyperparameter is determined at 10,000. For the topology-

aware continual learning methodology, we’ve calibrated the hy-

perparameter within a range of 0.1 to 0.01. Furthermore, when

employing the graph-matching-based memory playback approach,

we typically select a memory capacity of 10, i.e., the memory mod-

ule will store 10 items of training data under this task. For enhanced

robustness and accuracy in our evaluations, each experiment within

this study was executed five times, leveraging varied random seeds.

The mean value across these iterations is then adopted as the defin-

itive outcome for experimental appraisal.

5.5 Comparative Experimental Results and
Analysis

Table 2 delineates a comparative evaluation of the performance of

various graph neural networks on the event prediction task. An

insightful scrutiny of these results elucidates that certain graph

neural networks, namely GraphSAGE, GAT, and GCN, which lack the

capability to model edge features, manifest suboptimal prediction

efficacy. This limitation arises from their inability to distinguish

between entities and event nodes, rendering them ineffective in

discerning potential trajectories in event progression. In juxtaposi-

tion, advanced models such as R-GCN, HAN, and HetGNN, which are

adept at handling heterogeneous graphs, exhibit superior predic-

tion metrics. These models are distinguished by their proficiency

in modeling features from diverse edges and have some ability to

identify the trend of event evolution.

Notably, the R-GCN model, while being the most straightforward

and simple in its design, outperforms the likes of HAN and HetGNN

in predictive accuracy. For our event prediction model presented

in this study, we introduce a particular information transfer mech-

anism catering to diverse inter-node relationships. By leveraging

edge-aware attention, our model discerns trends in inter-event

progression based on the relational magnitude between adjacent

atomic events. Consequently, our proposed event prediction model

registers state-of-the-art (SOTA) performance across both datasets,

achieving an enhancement of 5.3% in the F1 score over other leading-

edge methods.

Table 3 elucidates the performance matrix for cross-domain con-

tinual learning, detailing the prediction accuracy across each task

within the event prediction continual learning scene. When juxta-

posed against the Baremodel, all continual learningmethods exhibit

notable enhancements, affirming the presence of a pronounced cat-

astrophic forgetting challenge in the cross-domain event prediction

task. Note that the AFmetrics are not applicable to the OracleModel,

given its training regimen that concurrently utilizes the aggregated

data from all tasks, without following the continual learning frame-

work. Evaluating the resultant AP and AF metrics, each methodol-

ogy surpasses the Bare Model, with the regularization-centric EWC,
MAS, and TWP frameworks being particularly commendable. Such

observations underscore the efficacy of regularization strategies in

alleviating the catastrophic forgetting conundrum. Furthermore,

the GEM framework stores representative data in situational mem-

ory and uses this to adjust the updating gradient for the current

task.

The GEM framework exhibits a marked dependency on situa-

tional memory selection, leading to fluctuating performance out-

comes. Nonetheless, we observed that the EMR methodology offers

an elegantly simple yet effective solution for cross-domain contin-

ual learning via a straightforward memory playback strategy. In-

triguingly, when benchmarked against established baseline models,

the topology-aware continual learning strategy emerges superior,

securing the first position in AF performance and outperforming

all except the Oracle Model in AP metrics. This superior perfor-

mance underlines the capability of the topology-aware approach

to counteract catastrophic forgetting, achieved by slowing down

the rate of change of topology-related important parameters.

5.6 Results and Analysis of Ablation
Experiments

To elucidate the contributions of individual modules in our contin-

ual learning-based cross-domain event prediction model, this paper

provides an in-depth exploration through ablation experiments.

We employ varied subscripts to demarcate distinct experimental

module configurations. Broadly, our ablation study pivots on two

primary aspects: the event prediction module and the continual

learning module.

For the event prediction model, the subscripts ’rgcn’ and ’gat’

denote the adoption of R-GCN and GAT models, respectively. The

continual learning module will be appropriately adjusted according

to the type of graph neural network adopted by the event prediction

model, subscript ’nocl’ indicates that the continual learning module

is not used; ’tsacl’ subscript indicates that only topology-aware

based continual learning method is used; subscript ’gm’ indicates

that only graph-matching based memory playback based continual
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Table 2: Experimental Results of Heterogeneous Graph Neural Networks

Method IED Chinese Emergency
Precision Recall F1 Precision Recall F1

GrapthSAGE 54.69 90.33 68.13 62.15 87.83 72.79

GAT 63.01 81.71 71.15 70.47 78.27 74.17

GCN 56.41 92.77 70.16 63.87 83.12 72.23

R-GCN 73.19 76.13 74.63 80.65 74.80 77.62

HAN 71.94 76.12 73.97 74.01 78.45 76.17

HetGNN 75.12 73.40 74.25 82.58 70.93 76.31

CDEP 77.45 82.57 79.93 84.91 83.32 84.11

Table 3: Experiment Results of Graph Continual Learning

Method IED Chinese Emergency
AP AF AP AF

Bare model 36.33 -44.76 40.59 -45.24

EWC 49.72 -31.37 53.98 -31.85

MAS 71.54 -9.55 75.80 -10.03

EMR 69.12 -11.97 73.38 -12.45

GEM 70.36 -10.73 74.62 -11.21

CDEP 73.62 -7.47 77.88 -7.95

Oracle Model 79.93 - 84.11 -

learning method is used; subscript full indicates that the continual

learning based continual learning cross-domain event prediction in

this paper model optimally. Table 4 demonstrates the results of the

ablation experiments.

Table 4: Results of Ablation Experiments

Method IED Chinese Emergency
AP AF AP AF

𝐶𝐷𝐸𝑃𝑟𝑔𝑐𝑛 69.51 -10.92 73.25 -12.15

𝐶𝐷𝐸𝑃𝑔𝑎𝑡 51.45 -29.94 55.74 -29.37

𝐶𝐷𝐸𝑃𝑛𝑜𝑐𝑙 36.33 -44.76 40.59 -45.24

𝐶𝐷𝐸𝑃𝑡𝑠𝑎𝑐𝑙 68.61 -13.56 67.38 -13.61

𝐶𝐷𝐸𝑃𝑔𝑚 58.26 -19.78 57.89 -20.01

𝐶𝐷𝐸𝑃𝑓 𝑢𝑙𝑙 73.62 -7.47 77.88 -7.95

5.6.1 Event Predict Module. Ablation experiment results under-

score the significance of information feature aggregation methods

in graph neural networks for the performance of event prediction

models. Of the models evaluated, the R-GCN emerges as the most di-

rect and unadorned, yet it exhibits superior predictive performance

over the GAT. This superior performance could be attributed to the

challenges GAT faces in differentiating between the three types of

edges present in complex event subgraphs. Notably, R-GCN’s per-
formance wanes in Dataset A, which encompasses more intricate

event types and entity interrelations. Furthermore, as extended

neighborhoods proliferate, the catastrophic forgetting challenge

for R-GCN becomes more pronounced, revealing its limited scala-

bility. In contrast, our proposed event prediction model introduces

specialized information transfer methodologies tailored for distinct

inter-node associations. By leveraging edge-aware attention mech-

anisms, the model discerns evolutionary trends of inter-events,

grounded on the relational intensity of neighboring atomic events.

Consequently, our model stands out, registering optimal results

both in event prediction accuracy and in resistance to forgetting.

5.6.2 Continual Learning Module. Experimental outcomes reveal

that both the topology-aware continual learning and the graph-

matching memory-playback-based continual learning method sig-

nificantly mitigate the catastrophic forgetting dilemma in event

prediction models. Notably, the topology-aware continual learn-

ing method can maintain 58.63% prediction F1 on the first domain

even after training the last domain task. This suggests that there

are part of common structural features in the event prediction

tasks of different domains, which imply the evolutionary pattern

of events. Of significant interest is the observation that the graph-

matching-based memory playback approach, despite its conceptual

simplicity, delivers exceptionally promising results. Crucially, these

two continual learning strategies are not conflicting, suggesting

that their combined application could offer synergistic benefits. By

harnessing them jointly, one can more robustly counteract model

forgetfulness and elevate cross-domain event prediction accuracy.

6 CONCLUSION
In this paper, we propose a cross-domain event prediction method

based on graph continual learning, CDEP. The method uses a graph

neural network structure based on relation graph convolutional

networks to model complex heterogeneous knowledge of entities

and events in the event graph in order to obtain embedded repre-

sentations of event graph nodes. Based on this by introducing a

topology-aware continual learning approach in the event predic-

tion model, the model encodes the common knowledge between

different domains, thus better adapting to the cross-domain event

prediction task. In addition, a memory playback sample sampling

strategy for cross-domain event prediction is proposed. Compari-

son and ablation experiments for cross-domain event prediction are

designed and implemented, and the experimental results verify the

effectiveness of the event prediction method and continual learning

approach in this paper.
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